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ABSTRACT11

The absolute flux calibration of the Mid-Infrared Instrument Imaging and Coronagraphy is based on obser-12

vations of multiple stars taken during the first 2.5 years of JWST operations. The observations were designed13

to ensure that the flux calibration is valid for a range of flux densities, different subarrays, and different types14

of stars. The flux calibration was measured by combining observed aperture photometry corrected to infinite15

aperture with predictions based on previous observations and models of stellar atmospheres. A subset of these16

observations were combined with model point-spread-functions to measure the corrections to infinite aperture.17

Variations in the calibration factor with time, flux density, background level, type of star, subarray, integration18

time, rate, and well depth were investigated, and the only significant variations were with time and subarray.19

Observations of the same star taken approximately every month revealed a modest time-dependent response loss20

seen mainly at the longest wavelengths. This loss is well characterized by a decaying exponential with a time21

constant of ∼200 days. After correcting for the response loss, the band-dependent scatter around the corrected22

average (aka repeatability) was found to range from 0.1 to 1.2%. Signals in observations taken with different23

subarrays can be lower by up to 3.4% compared to FULL frame. After correcting for the time and subarray24

dependencies, the scatter in the calibration factors measured for individual stars ranges from 1 to 4% depending25

on the band. The formal uncertainties on the flux calibration averaged for all observations are 0.3 to 1.0%, with26

longer-wavelength bands generally having larger uncertainties.27

Keywords: calibration28

1. INTRODUCTION29

Absolute calibration of astronomical observations is essen-30

tial to many astrophysical investigations. A holistic approach31

is taken to calibrate all the James Webb Space Telescope32

(JWST) (JWST, Gardner et al. 2023) instruments consis-33

tently. At the same time, accurate calibration requires ex-34

tending infrared calibration sequences to much fainter levels35

than has been the case previously before JWST (Gordon et al.36

2022). This paper describes the steps to calibrate the Mid-37

Infrared Instrument (MIRI, Rieke et al. 2015; Wright et al.38

2023); it is one of a series of papers covering all the JWST39

instruments.40

MIRI on the James Webb Space Telescope (JWST, Gard-41

ner et al. 2023) provides imaging, coronagraphic, and spec-42

troscopic observations in the mid-infrared from 5 to 28.8 µm.43

∗ ESA Research Fellow

The absolute flux calibration of MIRI is based on observa-44

tions of stars with well-modeled spectral energy distributions45

that have been taken as part of the overall JWST absolute46

flux-calibration program (Gordon et al. 2022). As for all47

the JWST instruments, the MIRI observations target stars of48

three different types and include multiple stars of each type.49

This coverage allows for both random and systematic uncer-50

tainties to be quantified. The combination of the cycle 1 and51

2 JWST absolute flux-calibration program was constructed to52

enable accuracies of at least 5% and 10% for MIRI imaging53

and spectroscopy, respectively. Providing even higher accu-54

racies is a goal of the program to enhance the JWST science.55

An explicit goal is to support science investigations using56

point and extended sources. See Gordon et al. (2022) for57

the details of the integrated JWST absolute flux calibration58

program for all JWST instruments.59
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Figure 1. Example images for the imaging and coronagraphic filters to illustrate the data quality and general characteristics of MIRI point
source observations. The targets include BD+60 1753 for the imaging bands from F560W to F1280W, δ UMi for the rest of the imaging bands,
and HD 2811 for the coronagraphic bands. The image in the neutral density filter (FND) is smoother compared to the other imaging bands due
to its wide bandpass. The coronagraphic observations were taken well away from the coronagraphic centers, and so these are the unocculted
PSFs.

This paper presents the analysis of MIRI imaging and coro-60

nagraphic data taken over the first 2.5 years of JWST op-61

erations (i.e., Commissioning, cycle 1, and cycle 2). The62

overall goal of this analysis is to provide the flux calibra-63

tion that converts the measured DN s−1 pixel−1 values to64

physical MJy sr−1 surface brightness units for all the imag-65

ing and coronagraphic filters. The sources for which flux66

densities can be predicted at the accuracies required are gen-67

erally limited to stars which are straightforward to model.68

A number of hot stars, A dwarfs, and Solar analogs with a69

range of flux densities were observed with all the MIRI imag-70

ing and coronagraphic filters. These observations were taken71

with different subarrays, different integration times, and were72

spread throughout the observing period. A critical part of73

this analysis is the derivation of aperture corrections to in-74

finite apertures because the stellar model predictions are for75

the total flux densities. In addition, this correction explicitly76

allows the flux calibration to support both point and extended77

source science simultaneously by calibrating images to sur-78

face brightness units (Gordon et al. 2022).79
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Table 1. Hot Star Observations

Name PID Subarray Bands

10 Lac 1524 FULL FND
4497 SUB64 F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

G 191-B2B 1537 FULL F560W, F770W, F1000W, F1130W, F1280W, F1500W
GD 153 1537 FULL F560W, F770W, F1000W

4497 FULL F560W, F770W, F1000W
GD 71 1537 FULL F560W, F770W, F1000W
LAWD 87 4497 FULL F560W, F770W, F1000W
WD 1057+719 4497 FULL F560W, F770W
λ Lep 4497 SUB64 F1130W, F1280W, F1500W, F1800W, F2100W, F2550W
µ Col 4497 FULL FND

SUB64 F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

Table 2. Solar Analog Observations

Name PID Subarray Bands

16 Cyg B 1538 FULL FND
SUB64 F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

C26202 4498 FULL F560W, F770W, F1000W
GSPC P177-D 1538 BRIGHTSKY F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W
GSPC P330-E 1538 BRIGHTSKY F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W

4498 FULL F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W
MASK1065 F1065C
MASK1140 F1140C

HD 106252 1538 SUB64 F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W
HD 1452331 4498 SUB64 F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W
HD 167060 1538 FULL FND

MASK1065 F1065C
MASK1140 F1140C
MASK1550 F1550C
MASKLYOT F2300C
SUB64 F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

HD 37962 1538 FULL FND
SUB64 F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

4578 SUB64 F1280W, F1500W, F1800W, F2100W, F2550W
HR 6538 4498 FULL FND

SUB64 F1130W, F1280W, F1500W, F1800W, F2100W, F2550W
SNAP-2 4498 FULL F560W, F770W, F1000W

§2 provides the details of the observations, the derivation80

of the apertures and aperture corrections, how the aperture81

photometry was performed, the flux densities predicted from82

models, and the zero-magnitude flux densities in the Sirius-83

Vega system. The calculation of the calibration factors is84

given in §3 along with the measurement of the temporal and85

subarray dependence of these factors. In addition, §3 illus-86

trates the lack of any significant dependencies on flux density,87

background, type of star, central-pixel rate, central-pixel well88

depth, and integration time. §4 summarizes the results, and89

the appendix provides plots of the calibration factors from90

each star plotted versus all the dependencies investigated.91

2. DATA92

The main observations used for this work are those taken93

specifically for the absolute flux calibration in cycle 1 and94

2 (PIDs: 1523, 1524, 1536, 1537, 1538, 1539, 4488, 4496,95

4497, 4498, 4499, and 4578). A small amount of data taken96

in cycle 3 that was available at the time of this work are97

included (PID: 6607). These data were supplemented with98

observations taken during Commissioning that provide the99

preliminary absolute flux calibration (PID: 1027 and 1045).100

All of the targets were from the overall JWST absolute flux-101

calibration program and are highly vetted hot stars, A dwarfs,102

and Solar analog stars (Gordon et al. 2022). The exposure103

times were chosen to obtain data with signal-to-noise (S/N)104

ratios of 200 or better. Tables 1, 2, and 3, give the names105

of the stars, program identifications (PIDs), subarrays, and106



4 GORDON ET AL.

Table 3. A Dwarf Observations

Name PID Subarray Bands

2MASS J17430448+6655015 1027 FULL F560W, F770W, F1000W, F1130W, F1280W, F1500W
1536 FULL F560W, F770W, F1000W, F1130W, F1280W, F1500W

2MASS J17571324+6703409 1533 BRIGHTSKY F770W
FULL F770W
SUB128 F770W
SUB256 F770W
SUB64 F770W

1536 BRIGHTSKY F560W
4496 BRIGHTSKY F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W

2MASS J18022716+6043356 1536 BRIGHTSKY F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W
4488 BRIGHTSKY F1280W

FULL F1280W
SUB128 F1280W
SUB256 F1280W
SUB64 F1280W

BD+60 1753 1027 FULL F1500W, F1800W, F2100W, F2550W
SUB256 F560W, F770W, F1000W, F1500W

1045 MASK1065 F1065C
MASK1140 F1140C
MASK1550 F1550C
MASKLYOT F2300C

1536 SUB256 F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W
1539 SUB256 F770W
4499 SUB256 F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W
6607 SUB256 F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

HD 101452 4496 BRIGHTSKY F1500W, F1800W, F2100W, F2550W
HD 163466 1027 SUB64 F1000W, F1130W, F1280W, F1500W

1536 FULL FND
SUB64 F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

1539 FULL FND
6607 FULL FND

HD 180609 1536 SUB128 F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W
HD 2811 1523 SUB64 F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

1536 FULL FND
MASK1065 F1065C
MASK1140 F1140C
MASK1550 F1550C
MASKLYOT F2300C
SUB64 F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W

4496 BRIGHTSKY F1500W, F1800W, F2100W, F2550W
FULL FND
MASK1550 F1550C
MASKLYOT F2300C

HD 55677 4496 SUB256 F560W, F770W, F1000W, F1130W, F1280W, F1500W, F1800W, F2100W, F2550W
HR 5467 4496 FULL FND

SUB256 F1500W, F1800W, F2100W, F2550W
del UMi 1524 FULL FND

1536 FULL FND
MASK1065 F1065C
MASK1140 F1140C
MASK1550 F1550C
MASKLYOT F2300C
SUB64 F1130W, F1500W, F1800W, F2100W, F2550W

4578 SUB64 F1500W, F1800W, F2100W, F2550W
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filters for the observations. A small number of observations107

from these programs suffered from various issues (e.g., failed108

guide-star acquisition, lost tracking, etc.), and these observa-109

tions were not used in this work, nor are they listed in the110

tables.111

The data were reduced using the JWST pipeline ver-112

sion 1.15.1 with the reference files specified by calibra-113

tion reference data system pmap 1256, specifically using114

the CALWEBB DETECTOR1, CALWEBB IMAGE2, and115

CALWEBB IMAGE3 stages. The standard steps for imag-116

ing data were performed except as described below. For the117

CALWEBB DETECTOR1, the electromagnetic interference118

correction (emicorr) was not applied, and for the jump detec-119

tion step (jump), the after-jump flagging and shower detec-120

tion were skipped. For CALWEBB IMAGE3, the outlier de-121

tection (outlier detection), refinement of the relative astrome-122

try (tweakreg), background matching (skymatch), and source123

catalog generation (source catalog) steps were also skipped.124

In addition, the image combination step (resample) was run125

with a square kernel and the exposure time (exptime) weight-126

ing. These modifications to the standard reductions were127

made as well-exposed, high S/N observations with standard128

dithers do not benefit from some of the steps.129

For the coronagraphic data, the data reduction was the130

same as imaging including the final mosaicking (e.g., CAL-131

WEBB IMAGE3 instead of CALWEBB CORON3). The132

motivation for using standard image mosaicking is that these133

observations were taken with the source placed well away134

from the center of the coronagraph and thus resemble imag-135

ing observations more than typical coronagraphic obser-136

vations. To obtain reasonable parameters for the CAL-137

WEBB IMAGE3 pipeline steps for coronagraphic data, the138

filter in the calibration exposures (“cal” files) was changed to139

the closest-in-wavelength imaging filter.140

In addition to the standard processing to produce mosaics,141

we also generated mosaics with custom image-based back-142

ground subtraction for each exposure before mosaicking.143

The custom background for each band was created by averag-144

ing the stack of all the exposures in an observation aligned in145

detector coordinates. Before obtaining this mean, the region146

within the full width at half maximum (FWHM) of the source147

was masked to ensure the mean background did not include148

any of the source signal. These background-subtracted im-149

ages and mosaics are important in cases where the back-150

ground is strong and/or has significant structure, which hap-151

pens in all of the coronagraphic bands due to significant scat-152

tered light (Boccaletti et al. 2022). The F2550W imaging153

band is affected similarly.154

Fig. 1 shows example mosaics created using the custom155

image-based background subtraction.156

2.1. Apertures and Corrections157

The photometric apertures and background annuli for mea-158

suring the flux of each star were set based on the point-159

spread-functions (PSFs) in each band. Specifically, radial160

profiles of encircled energy were used, with the aperture ra-161

dius (ra) set to include 70% of the flux and the background162

annulus set between the radii that include 80% and 85% of163

the flux (rb1 and rb2). The background annulus includes con-164

tributions from the actual background and from the source165

itself due to the PSF. Thus, the aperture corrections necessar-166

ily depend on the background annulus parameters in addition167

to the object aperture radius. With these radii values, the168

aperture correction to infinite aperture can be computed as169

Acor =
1

0.7− Sbkgπr2a
(1)170

where the background surface brightness per pixel due to the171

PSF wings is172

Sbkg =
0.85− 0.8

π(r2b2 − r2b1)
. (2)173

The radial encircled energy profiles were computed using174

a combination of observed and model PSFs. It is not pos-175

sible to create PSFs from observations alone as determining176

the background level far from the source is challenging given177

variations in the background due to residual detector and in-178

strument effects, other astronomical sources, and measure-179

ment noise. Using a model for the PSF based on the optics180

of the telescope and instrument is possible, but the structure181

at small radii in the observations does not match the model182

well, especially at the shorter MIRI wavelengths. One known183

detector issue that may affect the core is the “brighter-fatter184

effect” (BFE; Argyriou et al. 2023). This effect arises when185

large differences in accumulated charge between neighbor-186

ing pixels results in the diffusion of some charge to pixels187

with lower accumulated charge. §3.5 investigates the impact188

of BFE on the aperture photometry. The model PSF was cre-189

ated using WebbPSF v1.3.0 (Perrin et al. 2012, 2014) using190

the option that includes detector artifacts including the cruci-191

form (Gáspár et al. 2021; Dicken et al. 2024).192

Hence, the MIRI PSFs are generated by using the observed193

radial PSFs inside a given radius and the model PSF out-194

side this radius. We did not use the existing effective PSFs195

(ePSFs) because they were not designed to measure the encir-196

cled energy due to smoothing and their normalization to unity197

area at a finite radius (Libralato et al. 2024). For the imag-198

ing filters, observations of BD+60 1753 were used for the199

observed PSF as it had multiple, high S/N observations with200

no visually obvious sources within 10′′. For the FND filter,201

δ UMi was used. For the coronagraphic filters, observations202

of HD 2811, δ UMi, and 16 Cyg B were used. The observed203

radial PSFs are multiplicatively corrected to match the model204

PSF at a given radius. The radius where the PSFs transition205

between the observed and the model PSFs was determined206

based on visually inspecting the observed radial profiles and207

choosing the largest radius at each wavelength that did not208

show obvious extraneous structure (i.e., encircled energy de-209

creasing with increasing radius). The radii used for all bands210

were approximately 40 pixels, which corresponds to ∼4.5′′.211

It was not possible to determine a high-quality observed212

PSF for F2550W due to large variations in the background.213

Hence, the model PSF is adopted for all radii for this filter.214

This solution for F2550W is reasonable given that the differ-215

ence between the model PSFs and observed PSFs decreases216
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Figure 2. The radial encircled energies for the imaging (left) and coronagraphic (right) bands. Subsequent bands are offset by a factor of 0.1.
Multiple radial encircled energies are plotted for each band using repeated observations except F2550W, which is based on the WebbPSF model
at all radii. The black points give the radii for 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.85 encircled energies with their uncertainties as horizontal
lines. The radii uncertainties are based on the scatter of the radii computed from independent observations. The coronagraphic profiles are
broader than the imaging profiles, and the Lyot F2300C profile is narrower than expected given an extrapolation of the behavior of the three
4QPM coronagraphic profiles (F1065C, F1140C, and F1550C). This is due to the difference in type of coronagraph.

with wavelength and becomes quite small for F1800W and217

F2100W. Fig. 2 shows how the final encircled energies de-218

pend on wavelength for all of the bands. The increasing219

PSF width with wavelength is clearly seen along with the220

signature of the first and second Airy rings. The FND band221

shows smoother variation than other imaging bands because222

its wide bandpass washes out the Airy rings. The corona-223

graphic filters have larger widths than imaging bands with224

similar wavelengths due to the extra coronagraphic optical225

elements (Perrin et al. 2018; Boccaletti et al. 2015). The un-226

certainties are determined from the multiple observations in227

the same filter. The radii are larger than expected for the228

F560W and F770W filters compared to the behavior of the229

F1000W and longer filters due to the extra cruciform com-230

ponent that deflects light below 10 µm inside the detector231

material to larger radii.232

To determine the absolute flux calibration, we use radii for233

70% of the encircled energy with the sky annulus between234

the radii for 80 and 85% of the encircled energies. Table 4235

gives the radii and aperture corrections for these choices for236

all of the bands. The uncertainties in radii are strongly influ-237

enced by the steepness of the encircled energy profile. For238

example, the rb2 uncertainties are often significantly larger239

than the rb1 as the 85% points on the encircled energy curves240

are much less steep than the 80% points. The reference file241

for the aperture correction in the JWST pipeline provides the242

aperture corrections for encircled energies between 0.1 and243

Table 4. Apertures and Corrections

Band ra rb1 rb2 Acor

(pix) (pix) (pix)

F560W 3.87 ± 0.06 10.78 ± 0.44 18.39 ± 0.59 1.671 ± 0.0002

F770W 4.22 ± 0.10 8.92 ± 0.57 14.64 ± 1.07 1.675 ± 0.0008

F1000W 4.60 ± 0.08 6.70 ± 0.19 11.58 ± 0.34 1.679 ± 0.0004

F1130W 4.92 ± 0.26 7.06 ± 0.29 11.22 ± 1.40 1.686 ± 0.0079

F1280W 5.18 ± 0.32 7.61 ± 0.30 10.99 ± 1.84 1.696 ± 0.0130

FND 5.27 ± 0.26 8.98 ± 0.78 13.74 ± 0.69 1.683 ± 0.0007

F1500W 5.69 ± 0.43 8.63 ± 0.26 11.45 ± 1.39 1.706 ± 0.0146

F1800W 6.29 ± 0.17 10.09 ± 0.04 12.52 ± 0.20 1.714 ± 0.0030

F2100W 7.91 ± 0.61 11.90 ± 0.31 16.07 ± 1.93 1.702 ± 0.0120

F2550W⋆ 9.18 ± 0.00 14.03 ± 0.00 17.71 ± 0.00 1.705 ± 0.0000

F1065C 10.07 ± 0.39 17.77 ± 0.68 24.80 ± 1.11 1.687 ± 0.0015

F1140C 10.68 ± 0.35 19.10 ± 0.58 27.06 ± 0.92 1.685 ± 0.0009

F1550C 14.21 ± 0.16 25.52 ± 0.25 36.77 ± 0.05 1.684 ± 0.0005

F2300C 13.27 ± 0.08 16.84 ± 0.29 27.25 ± 1.59 1.705 ± 0.0060

⋆ F2550W does not have measured uncertainties as the model PSF was used for all radii.

0.8 using background annuli defined by 80 and 85 % of the244

encircled energies1.245

1 https://jwst-crds.stsci.edu/

https://jwst-crds.stsci.edu/
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Figure 3. A visualization of the photometric method for GSPC
P330E observed with the F1000W imaging band with the BRIGHT-
SKY subarray. The full mosaic is shown on the left with a white and
black box surrounding the target. The right panel zooms in on the
target region with the aperture in white, the sky annulus in blue, and
the final centroid position marked with a cross. The x and y axis
units are pixels, which are 0.11′′ across. The minima and maxima
of the color scales differ between the two images.

2.2. Photometry246

The photometry for each observation was measured using247

the photutils package (Bradley et al. 2022) from the mosaics248

using the apertures and aperture corrections from Table 4.249

The center of the aperture was determined by finding the250

initial position of the star based on the known coordinates251

and proper motion, followed by center-of-mass centroiding252

on the brightest source near this initial position. The pho-253

tometry accounts for partial pixels in the circular aperture.254

The uncertainty in the photometry was calculated based on255

the pipeline propagated uncertainties and includes a second256

term that gives the uncertainty in the background subtraction257

based on the measured scatter in the background. A visual258

example of the photometry is shown in Fig. 3. The photom-259

etry in this fixed aperture was then corrected to infinite aper-260

ture using the appropriate aperture correction. Table 5 gives261

the resulting photometry along with additional observational262

details. This table includes the star name (name), program263

identification (PID), the source type (srctype), the filter, the264

subarray, the observation time (time), the central-pixel rate265

(pixrate), the central-pixel well depth (pixwelldepth), the in-266

tegration time (inttime), the instrumental flux (iflux), instru-267

mental flux uncertainty (ifluxunc), the instrumental average268

background per pixel (ibkg), and the equivalent of the last269

three in physical units (flux, fluxunc, and bkg) using the cal-270

ibration from section 3.6.271

2.3. Model Predictions272

The predicted flux densities for the hot stars and A dwarfs273

were determined using CALSPEC2 models (Bohlin et al.274

2014, 2022). For the Solar analogs, models by Rieke et al.275

(2024) were used. These models are the combination of stel-276

2 https://www.stsci.edu/hst/instrumentation/
reference-data-for-calibration-and-tools/astronomical-catalogs/calspec

Table 6. Zero-Magnitude Flux Densities in the
Sirius-Vega System

Band F (λ) F (ν)

(ergs Å−1 cm−2 s−1) (Jy)

F560W 1.090e-12 115.439

F770W 3.340e-13 65.011

F1000W 1.162e-13 38.401

F1065C 8.963e-14 33.562

F1140C 6.929e-14 29.534

F1130W 6.924e-14 29.538

F1280W 4.269e-14 23.368

FND 5.175e-14 28.724

F1500W 2.249e-14 17.020

F1550C 1.976e-14 15.858

F1800W 1.103e-14 11.895

F2100W 6.227e-15 8.981

F2300C 4.383e-15 7.517

F2550W 2.802e-15 6.012

lar atmosphere models extinguished by dust. See Gordon277

et al. (2022) for the stellar and dust extinction properties of278

each star. The band flux densities were calculated using the279

MIRI band-response functions provided by Pandeia (Pontop-280

pidan et al. 2016). The band flux densities were calculated281

in F (λ) units using Equation 5 from Gordon et al. (2022)282

and converted to F (ν) flux densities using the pivot wave-283

length λref with the standard conversion (e.g., Equation 11284

of Bohlin et al. 2014). This step supports the two common285

photometric conventions (Gordon et al. 2022).286

2.4. Zero-Magnitude Flux Densities in the Sirius-Vega287

System288

Table 6 provides the flux densities for zero magnitude in289

the Sirius-Vega system computed in F (λ) units as defined for290

the JWST band fluxes (Gordon et al. 2022) and the F (ν) val-291

ues computed as discussed by Bohlin et al. (2014). Magni-292

tudes are not required for the absolute flux calibration, but are293

used extensively in many studies. They are provided here as294

a convenience and are based on the known filter bandpasses295

and the model for Sirius shifted to the brightness of Vega.296

This approach uses Sirius as the color standard and preserves297

the historical zero magnitude definition based on Vega (Rieke298

et al. 2022). The definition of the JWST band fluxes supports299

both photometric conventions (see Gordon et al. 2022). For300

the photometric convention that uses color corrections see301

https://www.stsci.edu/hst/instrumentation/reference-data-for-calibration-and-tools/astronomical-catalogs/calspec
https://www.stsci.edu/hst/instrumentation/reference-data-for-calibration-and-tools/astronomical-catalogs/calspec
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the appropriate JDox page3 for corrections for a selection of302

spectral shapes.303

3. RESULTS304

Following Gordon et al. (2022), the flux calibration factor305

that converts instrumental DN s−1 pixel−1 to physical sur-306

face brightnesses in MJy sr−1 is307

C =
F

NapAcorΩpix
. (3)308

where F is the model flux density in MJy (§2.3), N is the309

measured flux density in DN s−1 pixel−1 in a finite aperture310

(iflux in Table 5), Acor is the aperture correction to an infinite311

aperture (§2.1), and Ωpix is the average solid angle per pixel312

(in sr).313

Ideally, the flux calibration factor for each band would be314

a single constant converting instrumental to physical units.315

As part of this analysis, we have found that the flux calibra-316

tion depends on both the time of observation and the sub-317

array used. Section 3.1 and 3.3 discuss the dependence on318

time and subarray, respectively. We did not find that the flux319

calibration depends significantly on other properties of the320

detectors or calibration stars. The source parameters inves-321

tigated include the predicted flux densities, the type of star322

(hot stars, A dwarfs, and Solar analogs), and measured back-323

grounds (§3.4). The detector parameters investigated include324

the central-pixel well depth in DN, the instrumental central-325

pixel rate in DN s−1, and integration time (§3.5). Section 3.6326

quantifies the time- and subarray-dependent flux calibration327

and accuracy.328

3.1. Temporal Dependence329

The repeatability of a source was monitored through330

monthly observations of BD+60 1753, an A dwarf that is331

relatively bright and is known to have very low short-term332

intrinsic variability (<0.03%, Gordon et al. 2022). The ob-333

jective is to measure the intrinsic scatter of observations due334

to variability of the telescope (e.g., PSF) and instrument (e.g.,335

detectors). Focusing on the F770W observations (Fig. 4), the336

repeatability is measured to be 0.2%, comparable to that mea-337

sured for the Spitzer/MIPS 24 µm band (Engelbracht et al.338

2007) and lower than the 1–2% measured for the IRAC bands339

(Reach et al. 2005; Bohlin et al. 2011; Krick et al. 2021) .340

After the detection of the significant response change at341

long wavelengths for the MIRI Medium Resolution Spec-342

trometer (MRS) (Law et al. 2024), these observations were343

expanded to include all imaging filters every month4. With344

this change, the goal of the monitoring of BD+60 1753 ex-345

panded to include detecting and measuring any temporal346

changes in total system response. Combining these expanded347

observations with observations of the same star taken dur-348

3 To be added to JDox very soon
4 https://www.stsci.edu/contents/news/jwst/2023/

temporal-behavior-of-the-miri-reduced-count-rate

ing JWST Commissioning led to the discovery that the long-349

wavelength imaging filters also suffer from a temporal degra-350

dation in transmission. Fig. 4 shows the relative change in351

the flux of BD+60 1753 for all 9 imaging bands. In addition,352

pairs of measurements of δ UMi and HD 37962 are included353

to add critical measurements in the gap between the end of354

Commissioning and the start in cycle 2 of the expanded, all-355

filter observations of BD+60 1753. Both of these additional356

stars had been observed in multiple long-wavelength filters357

between days 100 and 200. Repeated observations between358

days 475 and 500 were taken of both stars to provide a rela-359

tive measurement. This allowed the earlier measurements to360

be included in the repeatability measurement by normalizing361

the latter observations to observations of BD+60 1753 close362

in time.363

The F2550W filter shows a clear degradation in total sys-364

tem responsivity of ∼22%. The degradation can be seen365

in other filters, with the amplitude decreasing monotoni-366

cally with wavelength to 3% in F1280W. For the shorter-367

wavelength filters, the degradation is small and generally368

consistent with very small or no degradation. The imaging369

response degradation at F2550W of ∼22% is significantly370

smaller than the MRS degradation seen at the equivalent371

wavelengths (Law et al. 2024). The impact on the S/N of372

an observation with F2550W is ∼11%.373

The expanded monitoring of BD+60 1753 measures the374

repeatability of observations in all imaging filters. As Fig. 4375

shows, discrepancies in the repeatability amplitude are low-376

est for the short-wavelength bands with values of 0.1–0.4%377

and grow to 1.2% for the F2550W band. These uncertain-378

ties set the maximum S/N possible from a single, dithered379

observation.380

3.2. Anomalous Stars/Observations381

One of the motivations for observing a sample of stars is382

to identify stars that are not suitable for absolute flux cali-383

bration. We found one star that fell into this category. In384

addition, a few observations in specific filters were found to385

be significantly deviant from the average.386

The A dwarf HD 180609 shows a clear signature of a de-387

bris disk, with an observed excess above the model prediction388

for long-wavelength bands that increases with wavelength.389

The signature of such an excess is a decreasing calibration390

factor as a function of wavelength, and this is clearly seen for391

this star. This makes this star unsuitable for flux calibration392

measurements and it was removed from all analyses except393

for the subarray dependence as it is the only star observed in394

all filters with SUB128 (see below). Debris disks have ap-395

peared in samples of presumably well-vetted standard stars396

before. In the Spitzer (Werner et al. 2004) Infrared Spec-397

trometer (Houck et al. 2004) absolute flux program, four of398

the 20 A dwarf standards had a clear debris disk, plus three399

suspects, along with one of the 30 K giant standards (Sloan400

et al. 2004, 2015). In the Spitzer Mid-Infrared Instrument401

(Rieke et al. 2004) absolute flux program, one A dwarf and402

one K giant were found to have the signature of a debris disk403

(Gordon et al. 2007). The difficulty of avoiding these occa-404

https://www.stsci.edu/contents/news/jwst/2023/temporal-behavior-of-the-miri-reduced-count-rate
https://www.stsci.edu/contents/news/jwst/2023/temporal-behavior-of-the-miri-reduced-count-rate
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Figure 4. Left: The time-dependent behavior of the repeated observations of BD+60 1753 plus two other stars for all the imaging filters. An
exponential model fit to the observations in each band is plotted in this panel as the solid purple line. The dotted line gives the value after the
modeled exponential has fully decayed. The amplitude A, the time constant τ , and standard deviation σ around the exponential fit are given on
the left. Right: The residuals after subtraction of the exponential model.

sional anomalies drives the need for observing a sample of405

stars of each stellar type.406

As part of computing the calibration factors, some obser-407

vations were found to be significantly different than average.408

Often these deviant observations were seen for a single ob-409

servation for a star, with all the other observations for the410

same star being consistent with the average. The deviant ob-411

servations are indicated in the calibration factor plots in the412

rest of this paper. There was one star where all its obser-413

vations were flagged as deviant. This was C26202 that was414

observed in F560W, F770W, and F1000W and the deviations415

seen were both above and below the average. The reason for416

all the observations being deviant is under investigation.417

3.3. Subarray Dependence418

Observations for absolute flux calibration are taken with419

different subarrays so that both faint and bright targets can420

be observed. The MIRI Imager has five subarrays including421

FULL using all the detector pixels and four smaller subarrays422

(BRIGHTSKY, SUB256, SUB128, SUB64) with each suc-423

cessively reducing the area read by a factor of four (Ressler424

et al. 2015). Measuring potential differences in the observed425

Table 7. Subarray Depen-
dence

Subarray DSA

FULL 1.000

BRIGHTSKY 1.005

SUB256 0.980

SUB128 1.000

SUB64 0.966

flux densities in different subarrays is important to ensuring a426

consistent calibration. Possible causes of variations between427

subarrays include different readout patterns, transients asso-428

ciated with switching subarrays, and flatfield spatial errors as429

the subarrays are in different detector locations (Wright et al.430

2023; Dicken et al. 2024).431

Dedicated observations to measure variations in the flux432

calibration with subarray were taken in two filters with433

two different stars. 2MASS J17571324+6703409 was ob-434
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the flux-calibration observations were used to measure equivalent
ratios using the weighted average calibration factors for each sub-
array and band. The uncertainties for these ratios are the weighted
standard deviation of the mean. No error bars are shown for three or
fewer observations. The blue stars are the adopted relative subarray
throughputs.

served back-to-back in the F770W band for all five subarrays.435

2MASS J18022716+6043356 was observed back-to-back in436

the F1280W band for all five subarrays, with the FULL and437

SUB64 subarrays observed multiple times. For the F1280W438

measurements, the FULL frame observations were taken at439

the beginning and end of the observation sequence to check440

that any changes seen did not depend on the order of the ob-441

servations. Fig. 5 shows the flux density in each subarray442

relative to that observed in the SUB256 subarray. For all but443

the SUB128 subarray, these two sets of measurements agree444

well. For the SUB128 subarray, they differ by ∼4%, but the445

cause is not yet known, and additional dedicated observations446

will be needed to determine it.447

The rest of the observations can be used to probe the sub-448

array dependence as well. First, the weighted average cali-449

bration factor and uncertainty for each subarray in each band450

is calculated after correcting for the known temporal depen-451

dence. The weighting was such that each star had equal452

weight in the average (e.g., a star with n observations has453

its observations each given a weight of n−1). The equivalent454

measurement can then be computed by taking the ratio of the455

SUB256 subarray calibration factor to that measured in the456

other subarrays. This ratio has the SUB256 calibration factor457

in the numerator as the measured flux densities are in the de-458

nominator of the calibration factor calculation. The SUB256459

subarray was used as the reference as it was the subarray with460

the most observations with flux calibration data in all bands.461

Fig. 5 shows the resulting ratios. For FULL and SUB64,462

these ratios agree well with those measured from the ded-463

icated observations. For BRIGHTSKY, the ratios disagree464

for both the F770W and F1280W dedicated measurements465

when considering the averages based on >3 observations.466

For SUB128, the ratios agree well with the dedicated F770W467

observations, but not those taken with F1280W. The SUB128468

ratio values are dominated by HD 180609, a star with a clear469

signature of a debris disk in F1500W and longer bands (see470

Section 3.2). We have included the F1280W and shorter471

bands for this star in the analysis only for the subarray de-472

pendence because it is the only star observed in SUB128 for473

all bands. In the end, the SUB128 dependence is the same as474

the FULL subarray, resulting in no SUB128 correction com-475

pared to FULL.476

In summary, the dedicated subarray observations for the477

SUB128 subarray do not agree and these dedicated observa-478

tions do not agree with the ratios based on calibration fac-479

tors for the BRIGHTSKY subarray. The two sets of obser-480

vations are consistent enough that we can conclude that the481

subarrays differ significantly. Visually examining Fig. 5, we482

have adopted subarray dependencies mainly influenced by483

the calibration factor ratios, but also taking into account the484

dedicated observations. The calibration factor ratios are pre-485

ferred because (1) they are based on many more observations486

than the dedicated subarray observations, and (2) the dedi-487

cated subarray observations could be impacted by subarray488

switching transients. The subarray was measured relative to489

SUB256, because SUB256 was well measured in all bands.490

It is preferable to have the subarray dependence relative to491

the FULL subarray that is used for most MIRI imaging ob-492

servations. Hence, the DSA dependence as given in Table 7493

is given relative to FULL frame by dividing the adopted val-494

ues shown in Fig. 5 by the adopted FULL value. Thus, DSA495

gives the throughput for each subarray relative to the FULL496

frame.497

3.4. Source Dependencies498

Fig. 6 shows how the F1280W calibration factors for each499

observation depend on multiple source parameters. Investi-500

gating if the calibration factor depends on properties of the501

source is important to test that the calibration factor is ap-502

plicable to as wide a range of observations as can be tested.503

The weighted averages and uncertainties were computed as504

described in §3.3.505

The plot versus model flux density shows that the calibra-506

tion is constant for sources from 0.2 to 200 mJy. The lack507

of a dependence on flux density in all but one of the bands508

(see appendix Fig. 10) leads to two conclusions. First, the509

MIRI detectors do not suffer from significant non-linearities510

due to a dependence on flux density (Bohlin et al. 2006; de511

Jong et al. 2006). Second, the known brighter-fatter effect512

(Argyriou et al. 2023) is not affecting the photometry in the513

aperture used. The one possible exception to this result is the514

FND band, which shows a small trend with predicted flux515

density (as discussed further in the next subsection).516
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Figure 6. The F1280W calibration factors plotted as a function of the source predicted flux density, measured background, observation time,
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Another possible dependence could be on the measured517

background. The background affects all pixels similarly un-518

like a point source with its strong gradients in the illumina-519

tion between pixels. The plot versus background for F1280W520

and for all the bands (see appendix Fig. 11) shows no depen-521

dence on such uniform illumination.522

The temporal dependence determined from repeated obser-523

vations of mainly one star discussed in §3.1 is tested using all524

the observations in the lower left plot of this figure. The plot525

shows that the temporal correction is working well for all ob-526

servations for F1280W and, in fact, all bands (see appendix527

Fig. 12).528

The lower right panel in Fig. 6 probes the dependence on529

the type of calibration star. No obvious dependence on type530

of star is found for F1280W or for the other bands (see ap-531

pendix Fig. 13). To quantify the difference between source532

types, the average calibration factors for each band were533

computed by source type. Fig. 7 plots the ratios between534

these values and the average calibration factors per band for535

all source types (in colors), along with the weighted aver-536

ages of all bands per source type (in black) and error bars537

that represent the 5σ standard deviation. The averages for all538

the types of stars are within 5σ of unity, indicating no sig-539

nificant difference in the calibration factors between types.540

These results indicate that the calibration does not depend541

systematically on source type.542

3.5. Detector Dependencies543

The calibration factor can depend on detector parameters544

as has already been shown for subarrays. Fig. 8 plots the545

F1280W calibration factors after correction for the time and546

subarray dependence as a function of the detector parameters547

central-pixel rate, central-pixel well depth, integration time,548

and subarray. The weighted averages and uncertainties were549

computed as described in §3.3.550
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The dependence on the rate of arriving photons is investi-551

gated in the upper left of Fig. 8. This panel closely resembles552

the plot in the previous section versus model flux, except that553

the central-pixel rate is used given in instrumental DN s−1.554

As in Fig. 6, no clear dependence is seen for F1280W or any555

of the other filters except for the FND filter (see appendix556

Fig. 14).557

The central-pixel well depth probes the accuracy of the ap-558

plied non-linearity correction. The lower left panel in Fig. 8559

shows no clear dependence on central-pixel well depth, in-560

dicating that the non-linearity correction is quite accurate561

for F1280W and all bands except the FND (see appendix562

Fig. 15).563

The FND band shows a trend with predicted flux den-564

sity, central-pixel rate, and central-pixel well depth. This565

result is surprising, because all of the wavelengths covered566

by the FND band are covered with other filters that do not567

show such trends. A possible origin of the FND behavior568

may be the result of its very wide bandpass, with a width of569

6.7 µm centered on 12.9 µm. The MIRI non-linearity cor-570

rection is known to depend on wavelength (Morrison et al.571

2023), with longer-wavelength bands having a different non-572

linearity that shorter-wavelength bands. The FND observa-573

tions were processed using the non-linearity correction for574

bands F1280W and shorter, but they may possibly have a dif-575

ferent non-linearity as the red end of the band extends well576

beyond the F1280W band. Future non-linearity work will577

investigate this possible explanation.578

The upper right panel in Fig. 8 probes the dependence of579

calibration factor on the integration time, which could be580

caused by reset-induced transients that occur near the begin-581

ning of a ramp and could impact shorter ramps more than582

longer ramps. No clear dependence on integration times from583

0.5 to 40 s for F1280W is found. When including all the584

bands (see appendix Fig. 16), no significant dependence is585

seen for integrations times from 0.5 to near 300 s. This lack586

of dependencies indicates that the reset transients are not sig-587

nificantly affecting the calibration factors.588

Finally, the accuracy of the subarray dependence derived in589

§3.3 is tested for F1280W in the lower right panel of Fig. 8.590

This plot clearly shows that the subarray correction is accu-591

rate, which is not surprising as it was derived partially with592

these observations. This result is also true for all of the other593

bands, as can be seen in the appendix Fig. 17. The lack of a594

sufficient number of observations prevented a similar check595

for the SUB128 subarray. The only star observed in all bands596

with SUB128 has a debris disk (§3.2).597

3.6. Calibration Factors598

The average calibration factors are computed after correct-599

ing for the dependencies on time and subarray so that all600

measurements could be used. Averaging measurements of601

calibration factors made for different stars results in a more602

accurate flux calibration. A single star has been found em-603

pirically to be modeled to an accuracy of ∼2% (Bohlin et al.604

2014) and, hence, to improve on this accuracy, multiple stars605

need to be averaged. In addition, any single star can have606

properties that make it systematically challenging to model.607

The debris disk found as part of this work is one example.608

The most famous case of such confounding issues is for Vega609

that is so rapidly rotating that it has a large gradient in its stel-610

lar temperature from pole to equator and it has a debris disk611

clearly seen in the near- and mid-IR (Aumann et al. 1984;612

Su et al. 2005; Aufdenberg et al. 2006). Hence, observing613

multiple stars allows for (1) the removal of such confound-614

ing sources and (2) averaging the remainder to improve the615

flux-calibration accuracy.616

Combining the time and subarray dependencies with the617

average factors, the calibration factor as a function of time618

and subarray is then619

C(t) =
A+B exp [−(t− to)/τ ]

DSA
(4)620

where t is the time in MJD, A gives the calibration factor at621

infinite time after the exponential has fully decayed, B is the622

amplitude of the time dependent term, to = 59720 d, τ is the623

time constant in days, and DSA is the relative change with624

subarray. Tables 8 and 7 give the coefficients for each band625

and subarray, respectively. For the coronagraphic and FND626

filters, the temporal dependence was calculated by interpo-627

lating between the two imaging filters to either side in wave-628

length and weighting by the distance in wavelength. The629

number of stars contributing to the calibration factors nstars630

can be non-integral if some of the observations for a star are631

not used in the average. The final column gives the percent-632

age repeatability σ(repeat) as measured in §3.1.633

Fig. 9 shows the refinement of the calibration factor mea-634

surements over time. The first delivery in 2022 was based635
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Figure 8. The calibration factor versus the detector parameters central-pixel rate, integration time, central-pixel well depth, and subarray. The
calibration factors plotted have been corrected for the temporal and subarray dependencies. Different colors and symbols indicate different
types of stars and subarrays. While the observation of HD 180609 is within the scatter for this band, it is flagged and not used (§3.2). In
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average, with dotted lines for the ±1σ standard deviation. The calibration factors and uncertainties are given in the lower right of each plot.
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on Commissioning observations of 1–2 stars and the instru-636

ment knowledge at that time. The second delivery in 2023637

reflected observations of a significantly larger sample of stars638

and, critically, a better understanding of the instrument, es-639

pecially how to model the PSF. For this second delivery, the640

PSFs were modeled with a combination of observed PSFs for641

the cores and model PSFs for the wings (like §2.1). In partic-642

ular, the changes seen in the F560W and F770W bands were643

due to the inclusion of a model for the cruciform artifact that644

significantly affects these two bands. In addition, the large645

change for all the coronagraphic bands resulted from cor-646

recting an error in the normalization of the model PSFs. The647

third delivery is based on the results reported in this work and648

includes more observations and the addition of the subarray649

correction.650

The standard deviation of the calibration factor σ(CF )651

ranges from 0.32 to 0.98% for the imaging bands and 0.42 to652

0.90% for the coronagraphic bands. The σ(CF ) expressed653

as a percentage gives the contribution that the absolute flux654

calibration makes to the uncertainty on any measurement655

expressed in physical units. The repeatability uncertainty,656

σ(repeat), gives the uncertainty for any single measure-657

ment taken with a similar four-point dither measurement of a658

point source. In other words, these two uncertainties should659

be combined in quadrature with the uncertainties based on660

read, photon, and flatfield uncertainties reported by the JWST661

pipeline.662

The uncertainties quoted are correct for measurements of a663

well-exposed point source, in other words observations like664

those taken for the flux-calibration stars. In particular, the un-665

certainties for resolved sources that focus on surface bright-666

nesses are larger, because the surface brightness uncertainties667

include the uncertainties in the aperture corrections to infinite668

aperture. The uncertainties quoted in §2.1 for the aperture669

corrections are small and are based mainly on scatter between670

similar measurements. These uncertainties do not probe the671

systematic uncertainties related to effects not present in the672

PSF models. In particular, the modeling of the cruciform for673
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Table 8. Calibration Factor Info

Band A⋆ B⋆ B τ σ(CF )⋆ σ(CF ) nstars σ(repeat)

(%) (days) (%) (%)

Imaging

F560W 0.4496 0.0000 0.0 200.0 0.00166 0.37 11.75 0.27

F770W 0.2579 -0.0001 0.1 200.0 0.00096 0.37 15.00 0.25

F1000W 0.3488 -0.0038 1.1 200.0 0.00111 0.32 20.00 0.08

F1130W 1.0898 -0.0042 0.4 200.0 0.00520 0.48 19.00 0.16

F1280W 0.4233 -0.0140 3.3 200.0 0.00185 0.44 18.89 0.20

FND 41.5591 -1.3650 3.3 200.0 0.39411 0.95 10.00 · · ·
F1500W 0.3703 -0.0107 2.9 200.0 0.00176 0.48 21.00 0.45

F1800W 0.5067 -0.0407 8.0 201.7 0.00300 0.59 20.00 0.60

F2100W 0.4389 -0.0557 12.7 175.0 0.00290 0.66 17.00 0.59

F2550W 0.9064 -0.2011 22.2 235.4 0.00888 0.98 16.00 1.20

Corongraphy

F1065C 3.1125 -0.0234 0.8 200.0 0.01313 0.42 5.00 · · ·
F1140C 2.8703 -0.0112 0.4 200.0 0.02100 0.73 5.00 · · ·
F1550C 3.8974 -0.1441 3.7 200.3 0.02841 0.73 4.00 · · ·
F2300C 1.1106 -0.1852 16.7 200.4 0.00996 0.90 4.00 · · ·

⋆Units of (MJy sr−1) / (DN s−1 pixel−1).

the F560W and F770W bands is known to be incomplete,674

which contributes an additional uncertainty estimated to be675

on the order of 3% based on an independent analysis using676

highly saturated PSFs.677

4. SUMMARY678

The absolute flux calibration for MIRI Imaging and Coro-679

nagraphy is based on over two years of dedicated obser-680

vations. These observations include stars of three differ-681

ent types: eight hot stars, eleven A dwarfs, and nine Solar682

analogs.683

The main components of the calculated calibration factors684

are the predicted fluxes for each star, aperture photometry685

for each observation in instrumental units, and aperture cor-686

rections to provide the correction to infinite aperture. Well-687

exposed, isolated stars observed as part of the absolute flux688

calibration were combined with model PSFs and used to689

measure the enclosed energy curves, determine the radii, sky690

annuli, and aperture corrections for aperture photometry. Au-691

tomated routines5 produced all of the aperture photometry,692

allowing for straightforward updating of the photometry with693

new JWST pipeline versions and calibration reference files.694

The predicted fluxes for each star were determined by inte-695

grating the predicted fluxes from models with the appropriate696

band response functions.697

5 https://github.com/STScI-MIRI/ImagingFluxCal

Calibration factors for each observation were computed698

and examined for any dependencies. Dedicated repeat mea-699

surements of one star supplemented by observations of two700

other stars revealed that the longer-wavelength imaging fil-701

ters suffer from a time-dependent loss in total system re-702

sponse. This loss is fit well with an exponential model with a703

time constant around 200 days with scatter less than 1% for704

all but the F2550W band. F1280W and longer-wavelength705

bands were seen to have a significant loss, starting at 3% and706

rising to 22% at F2550W. After correcting for the tempo-707

ral response loss, a subarray dependence was found by com-708

bining dedicated observations of two stars observed in all of709

the subarrays with all the average calibration factor measure-710

ments for each subarray. The dependence relative to FULL711

frame ranges from no change to 3.4% for the SUB64 subar-712

ray.713

A search for dependencies with other source and detec-714

tor parameters reveals no significant dependencies after cor-715

rection for the known temporal and subarray dependencies.716

Source dependencies checked were versus predicted model717

flux, measured background, and type of star. In addition, the718

accuracy of the time-dependent correction was confirmed to719

work well for all the observations. The detector dependen-720

cies were checked versus the central-pixel rate, central-pixel721

well depth, and the integration time. In addition, the accu-722

racy of the subarray correction was tested and found to work723

well.724

https://github.com/STScI-MIRI/ImagingFluxCal
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Figure 9. The delivered calibration factors used by the pipeline are plotted versus time for all bands except FND. The FND calibration has
been determined for the first time with this work and so is not plotted. For the two most recent deliveries, the time-dependent variation is shown
as a solid symbol (start of observations) connected to an open symbol (asymptotic value after all expected change). The changes reflect the
improved calibration factor measurements with more observations and a better understanding of the telescope and instrument.

The time- and subarray-dependent calibration factors for725

each imaging and coronagraphic band are reported and have726

been delivered for use in the JWST pipeline. For the first727

time, this work provides the calibration factor for the wide728

neutral-density FND band that is used for target acquisition.729

The scatter in the calibration factors from individual stars730

ranges from 1 to 4% depending on the band. The uncer-731

tainty in the average calibration factors ranges from 0.3 to732

1.0% depending on the band. The uncertainties on the cali-733

bration factors are lower than pre-launch expectations (e.g.,734

“requirements”) and support a wide range of astrophysical735

investigations including those needing percent-level or better736

absolute-flux calibration.737

The imaging and coronagraphic flux calibration will con-738

tinue to improve as additional observations of absolute flux739

calibration targets are taken and the knowledge of the MIRI740

instrument improves.741

This work is based [in part] on observations made with
the NASA/ESA/CSA James Webb Space Telescope. The
data were obtained from the Mikulski Archive for Space
Telescopes at the Space Telescope Science Institute, which
is operated by the Association of Universities for Research
in Astronomy, Inc., under NASA contract NAS 5-03127
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Ministerio De Economi´a y Competividad; Netherlands Re-
search School for Astronomy (NOVA); Netherlands Organ-
isation for Scientific Research (NWO); Science and Tech-
nology Facilities Council; Swiss Space Office; Swedish Na-
tional Space Agency; and UK Space Agency. MD acknowl-
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APPENDIX862

A. ALL CALIBRATION FACTOR PLOTS863

Figs. 10–17 show the calibration factor plots for all the imaging and coronagraphic bands for all the source and detector param-864

eters discussed in Sections 3.4 and 3.5. These allow the behaviors discussed in the above referenced sections to be investigated865

for all bands as well as a straightforward comparison of behaviors between bands.866
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Figure 10. The calibration factors as a function of model flux densities for every observation for the imaging and coronagraphic filters. The
temporal response loss and subarray variations have been corrected. While the observations of HD 180609 are within the scatter for some
bands, it is flagged in all bands and not used (§3.2). In addition, some observations are flagged as > 3.5σ from the weighted average and not
used (§3.2). A horizontal solid gray line and the parallel dotted lines give the weighted average ±1σ standard deviation. The calibration factors
and uncertainties are given in the lower right of each plot, and the percentage standard deviation and standard deviation of the mean are given
in parentheses as well.
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Figure 11. Same as Fig. 10 except plotted versus measured background.
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Figure 12. Same as Fig. 10 except plotted versus observation time.
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Figure 13. Same as Fig. 10 except plotted versus source type.
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Figure 14. Same as Fig. 10 except plotted versus central pixel rate.
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Figure 15. Same as Fig. 10 except plotted versus central pixel well depth.
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Figure 16. Same as Fig. 10 except plotted versus integration time.
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Figure 17. Same as Fig. 10 except plotted versus subarray.
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